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Abstract—This paper presents a framework for telepresence operation by touching live video on a touchscreen. Our goal is to enable users
to use a smartpad to teleoperate everyday objects by touching the objects’ live video they are watching. To this end, we coined the term
“teleinteractive device” to describe such an object with an identity, an actuator, and a communication network. We developed a touchable live
video image-based user interface (TIUl) that empowers users to teleoperate any teleinteractive device by touchingits live video with
touchscreen gestures. The TIUI contains four modules — touch, control, recognition, and knowledge — to perform live video understanding,
communication, and control for telepresence operation. We implemented a telepresence operation system that consists of a telepresence
robot and teleinteractive devices at a local site, a smartpad with the TIUI at a remote site, and communication networks connecting the two
sites. We demonstrated potential applications of the system in remotely controlling telepresence robots, opening doors with access control
panels, and pushing power wheelchairs. We conducted user studies to show the effectiveness of the proposed framework.

Index Terms—Telepresence operation, user interface, touching live video, touchscreen gesture, mobile robotic telepresence

1 INTRODUCTION

S mobile smart computing and communication net-
working are becoming pervasive, we can easily use
smart mobile devices (e.g., smartpads and smartphones) to
video chat with family members, video monitor houses,
and watch live shows [1], [2]. It would be natural for people
to expect to touch and operate objects in the live video they
are watching. For example, when children are watching the
live video of a toy car, they may curiously touch and drag
the toy on the screen. What is disappointing is that they will
not get the expected response, such as moving, stopping, or
turning. Another example is a class of mobile robotic tele-
presence systems, such as Beam [3] and Ohmni [4], which
are basically mobile video-conferencing systems. A mobile
robotic telepresence system allows remote users to teleoper-
ate a telepresence robot to video chat with local persons
with some degree of mobility. But most existing systems do
not allow remote users to teleoperate local objects around
them, such as opening doors or turning on/off power, so
remote users have had to request local help, and they have
described this experience as “feeling disabled” [5]. There-
fore, there is a great need to enable remote users to teleoper-
ate local objects they are watching on live video, while also
teleoperating telepresence robots [6].
The purpose of this paper is to explore telepresence opera-
tion in which users can teleoperate everyday objects by
touching the live video they are watching. Fig. 1 illustrates an
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example of teleoperating an object by touching its live video.
A user at a remote site (Fig. 1a) uses a smartpad to watch the
live video of an access control panel, and taps the image of
the number keys on the panel to enter the password to
remotely open the door at a local site (Fig. 1b). This process is
very similar to directly tapping the physical number keys at
the site. The object in this example is an access control system,
and it can be any other everyday object, as long as the object
has three elements: an identity, an actuator, and a communi-
cation network. We coined the term “teleinteractive device”
to refer to such an object with these three elements. For conve-
nience, we often use teleinteractive device and object
interchangeably from now on. Using touchscreen and
computer-vision techniques, we developed a touchable
live video image-based user interface, called TIUI, which
empowers users to teleoperate any teleinteractive device
by touching its live video with touchscreen gestures. A
touchable live video refers to a live video containing tel-
einteractive devices, which can be touched to perform
teleoperation. In contrast to traditional graphical user
interfaces (GUIs), the TIUI only contains a touchable live
video and looks like a plain video window, and there
are no explicit graphical buttons and menus.

We implemented a telepresence operation system that is
capable of not only teleoperating a telepresence robot for
video-mediated communication with local persons, but also
teleoperating teleinteractive devices. We specifically use a tel-
epresence robot because it gives remote users mobile telepre-
sence experience and also enables the remote users to actively
acquire live video by using on-board cameras to avoid occlu-
sion and unclear images. The TIUI facilitates remote users to
teleoperate a telepresence robot for exploring any place and
control teleinteractive devices without requesting local help.
An earlier version of this study was published in [7].

The remainder of the paper is organized as follows. Sec-
tion 2 surveys related work. Section 3 presents the method-
ology of telepresence operation. Section 4 describes the
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(a) Remote site
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(b) Local site

Fig. 1. An example of performing telepresence operation tasks with our system. (a) A user at a remote site is using a smartpad with the TIUI to press
the keys on the panel in a live video to open a door, which is very similar to pressing the physical keys in person. (b) A telepresence robot at a local
site is capturing the live video of a password access control panel that the user is watching, and the top right corner is an enlarged view of the pass-

word access control panel.

system architecture, as well as the hardware and software
components. Section 5 introduces touchscreen gestures for
the TIUL Section 6 demonstrates examples of potential
applications. Section 7 reports the evaluation of the pro-
posed framework. Section 8 discusses some issues, and we
conclude this work in Section 9.

2 RELATED WORK

There are many video-mediated teleoperation scenarios
such as vehicle teleoperation [8], seeing like a planetary
rover [9], emotive gloves over distance [10], and teleoper-
ated surgical robot teamwork [11]. As our work focuses on
telepresence operation by touching live video via a telepre-
sence robot, we only review live video based teleoperation
and mobile robotic telepresence.

2.1 Teleoperation Through Live Video

An early attempt to teleoperate physical objects through live
video is the work of Tani et al. in 1992 [12]. They used a common
monitor-mouse-keyboard interface to manipulate the live video
of real-world objects for remotely controlling an electric power
plant, including clicking button images for controlling and
dragging the 2D or 3D model of a physical object for position-
ing. Our study extends this work and aims to present a frame-
work for telepresence operation of everyday objects by
touching live video on a touchscreen with touchscreen gestures.
Hashimoto et al. [13] presented a touchscreen-based interaction
system that can remotely control a multi-degree-of-freedom
robot. They touched the 3D computer graphic (CG) model of
the robot overlaid on a live video from a ceiling camera to per-
form 3D motion, and then the robot moved to match this model
to achieve precise positioning. Kasahara et al. [14] used a smart-
pad as a first-person view to control an actuated object through
an augmented reality-mediated mobile interface with the 3D
CG model of the object. These techniques focus on remotely
controlling specific objects, especially matching the model of an
object based on its live video image to achieve precise position-
ing. Our work focuses on a framework of telepresence opera-
tion, which allows us to teleoperate everyday objects b

touching live video. We believe that matching the model of an
object based on its image for positioning mentioned above can
be integrated into our framework.

Some work used a ceiling camera as a third-person view
to explore live video-based interactions by touching live
video. Seifried et al. [15] developed a video-based user inter-
face on an interactive table surface for controlling media
devices in a living room. Guo et al. [16] designed two user
interfaces, touch (touchscreen) and toy (tangible), for inter-
action between a single user and a group of robots. There
are also interaction interfaces on a smartpad using the live
video from a ceiling camera to support sketching the
expected path for an indoor robot [17], [18], [19]. Kato ef al.
[20] used a smartpad to control multiple mobile robots
simultaneously by manipulating a vector field on the live
video. These methods were designed to remotely control
objects located at the same site as users, and the users could
obtain visual feedback by directly seeing the objects. Unlike
these methods, our work aims to teleoperate objects at a dis-
tance, and users can only see the objects through live video
and teleoperate these objects by touching their live video.

Touchable live video is one of the most important con-
cepts in our work. Kim and Park [21] introduced a touchable
video stream that is generated by rendering haptic informa-
tion onto an RGB-D video stream in mixed /augmented real-
ity. Sung et al. [22] reported a touchable video/audio device
in which haptic feedback data is combined with a traditional
audiovisual stream to improve user visual/haptic immer-
siveness in the 3D virtual environment. The touchable vid-
eos above are video streams generated in a virtual
environment through the fusion of a real video and haptic
information. Different from these touchable videos, the
touchable live video we define is a purely live video of a real
environment, but simply contains teleinteractive devices
that can be teleoperated by touching their live video images.

2.2 Mobile Robotic Telepresence

Paulos and Canny (1998) developed the first telepresence
robot [23] that includes a mobile robot base attached with a
human-height pole and audio/video communication
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devices mounted on the pole, which is the basic configura-
tion of telepresence robots and is still popular. Since then,
many telepresence robots with the basic architecture have
emerged. Readers can refer to a review of the literature [24].
So far, there has been a wide range of applications related to
mobile robotic telepresence, such as health care [25], educa-
tion [26], workplaces [27], and public places [28], [29]. These
systems allow remote users to operate telepresence robots
through computers/laptops by using traditional user inter-
faces, including keyboards, mice and joysticks. There are
some mobile robotic telepresence systems [3], [4], [30] that
allow users to use a smartpad as a navigation controller to
teleoperate a telepresence robot. In these systems, the user
interfaces were designed by simply converting physical key-
boards and/or joysticks to graphical buttons [31], [32]. Dif-
ferent from the existing systems, the user interface in our
system allows users to teleoperate a telepresence robot by
touching live video instead of pressing graphical buttons or
icons. In addition, most existing systems do not allow remote
users to teleoperate local objects around them, so the remote
users have to request local help. Our system allows remote
users to teleoperate everyday objects at a local site by touch-
ing their live video image, which can alleviate the need for
local help. It should be noted that although some mobile
robotic telepresence systems allow users to touch the live
video of a docking station for automatic docking or recharg-
ing of a telepresence robot (e.g., Beam [3]), the touch action
there is only an instruction for users to guide the robot to the
docking station, not for the users to teleoperate the docking
station. In fact, those docking stations are robot accessories,
not teleinteractive devices. It is easy to design a docking sta-
tion as a teleinteractive device, so that remote users can
directly touch its live video to teleoperate it for docking.

There are already many teleoperation robots that require
little or no local help because they are equipped with robotic
manipulators. Typical examples are anthropomorphic or
humanoid robots, like TELESAR [33], Robonaut [34], HRP
[35], and Rollin” Justin [36]. Readers can refer to the latest
review [37] for detailed teleoperation systems with robotic
manipulators. These robots usually have exquisite anthro-
pomorphic structures with a higher level of dexterity and
can mimic human actions to physically contact objects to
complete teleoperation tasks, such as pushing, pulling,
screwing, etc. They require dedicated hardware and well-
trained operators, and are usually used in hazardous explo-
ration and other situations where it is difficult for humans
to be present. Unlike these systems, our system enables ord-
inary users to use a smartpad to teleoperate everyday obj-
ects by touching the objects” live video they are watching,
without the need for robots with manipulators to physically
contacting the objects.

3 METHODS

The basic concepts of our work are teleinteractive device,
touchable live video, touchscreen gesture, TIUI, and telepre-
sence operation. In this section, we describe the methods of
telepresence operation by touching live video based on the
concept-driven design principle proposed by Stolterman &
Wiberg [38].

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 22, NO. 4, APRIL 2023

3.1 Teleinteractive Devices

A teleinteractive device has three elements: an identity, an
actuator, and a communication network, as mentioned
above. The identity refers to the name or designation of a
device with an IP address, which ensures that a remote user
can accurately teleoperate the device. The actuator refers to
a component that can be powered to perform a specific state
change of the device, such as switching, moving, vibrating,
displaying, etc. The communication network of a teleinter-
active device is used to connect the device to the Internet in
a wired or wireless way.

Since expounded by Mark Weiser in his landmark article
[39], more everyday objects are becoming smart by embed-
ding processors, sensors, and actuators, and connecting to the
Internet. A smart object is an autonomous object with sensing,
processing, and networking capabilities [40]. Smart objects (or
devices) are a class of teleinteractive devices, but many telein-
teractive devices may not be smart devices because they can
neither sense nor have autonomy. Generally speaking, telein-
teractive devices are much simpler and cheaper than smart
devices. There are a number of teleinteractive devices, such as
WiFi toys and WiFi appliances. A simple teleinteractive
device is a WiFi power switch or button [41].

3.2 Touchable Live Video

We often watch live video, but if we touch the live video, we
won’t get any response. If the live video of a teleinteractive
device is displayed on a touchscreen, we can establish the
relationship between a teleinteractive device and its live
video by using object recognition algorithms, and then we
can remotely control this device by touching its live video.
We call the live video of teleinteractive devices touchable
live video.

Object recognition is a prerequisite for achieving teleop-
eration by touching live video. Object recognition is one of
the most important tasks in computer vision, which has rap-
idly developed in recent decades. One can easily access
computer vision resources (e.g.,, OpenCV [42]). However,
most existing computer vision algorithms are limited in
terms of reliability and robustness in applications. In most
cases, people prefer to use a 2D barcode to identify an
object, and use computer vision algorithms to lock and track
the appearance of this object.

3.3 Touchscreen Gestures

Touchscreen gestures have become a primary way to interact
with smartpads and smartphones. A touchscreen gesture
used to touch live video for teleoperation not only maps the
user’s intention to the corresponding live video of an object,
but also extends the mapping to teleoperate the object.

The new gestures normally require minimal learning, as
Blackler et al. [43] argued that intuitive interaction should
be contingent upon the user’s prior experience and familiar-
ity with technology. Operating an object is usually related
to the perceived affordance of the object [44], which has
been commonly used in interaction design. When we see
the image of a door on a touchscreen, for example, we touch
the knob image on the door or press the button image on
the side of the door, and the door should open accordingly.
Another example is to drag a volume slider in a live video to
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Fig. 2. System architecture. The system consists of a telepresence robot and teleinteractive devices at a local site (dashed rectangle on the right), a
smartpad with the TIUI used by a user at a remote site (dashed rectangle on the left), and communication networks connecting the two sites. We use
a power button symbol plus WiFi symbol to represent a teleinteractive device (far right), and use thin lines to indicate the names of the devices, and

double arrow lines to indicate wired network connections.

change the speaker’s volume. Therefore, human actions of
operating objects can be converted into touchscreen gestures.
We can define more touchscreen gestures inspired by the
human actions of manipulating physical objects. In this
work, we define a set of touchscreen gestures with which
users can touch live video of an object to teleoperate it.
Touchscreen gestures will be described in detail in Section 5.

3.4 TIUI

In order to enable users to teleoperate objects by touching
live video, we developed a touchable live video image-
based user interface (TIUI). The TIUI addresses the follow-
ing four issues:

1)  What is the intention of a user’s touchscreen gesture?
2) How does the system perform remote control?

3)  Which object in a live video is being touched?

4) How does a user embed knowledge into the system

by touching live video to facilitate teleoperation?

To this end, we introduce four corresponding modules:
touch, control, recognition, and knowledge. The touch mod-
ule is used to detect and interpret gestures. The control mod-
ule is used to transform the gestures into control instructions
for teleoperation. The recognition module is used to identify
an object being touched, and to lock and track the object.
Thus, the teleoperation relationship between the user and
the object being touched is established and maintained until
another object is touched. The task of the knowledge module
is to embed knowledge into the system to improve the per-
formance of teleoperation. The TIUI first executes the touch
module to detect and interpret the user’s gestures, and then
executes the control, recognition, or knowledge modules to
perform corresponding teleoperations based on the gestures.
The explanation of the modules and their relationships is
given in Section 4.3.

3.5 Telepresence Operation

Telepresence operation is a combination of video-mediated
communication and video-mediated teleoperation. Video-
mediated teleoperation refers to not only using live video as

visual feedback but also touching live video to remotely
control a telepresence robot or teleinteractive devices. Note
that telepresence operation allows both remote users and
local users to see each other through live video, which is dif-
ferent from teleoperation. Using mobile smart computing
and networking technologies, we can easily realize telepre-
sence operation by touching live video.

Telepresence operation is characterized by the following
three dimensions:

Intuitive. Users can intuitively and naturally teleoperate an
object by touching the object’s live video they are
watching, which is similar to the action of operating the
physical object.

Flexible. Users can flexibly teleoperate any object in the touch-
able live video, as long as the object is identified by the rec-
ognition module. The system also has good scalability.

Mobile. Users can use a mobile smart device (smartpad) with
the TIUI to connect to the Internet anywhere for both
video-mediated communication and video-mediated
teleoperation.

The key to realizing telepresence operation is to integrate
the interpretation of touchscreen gestures and the recognition
of touchable live video images to design the TIUL We devel-
oped a telepresence operation system to evaluate the pro-
posed methods and demonstrate the potential applications.

4 SYSTEM OVERVIEW

In this section, we describe the telepresence operation sys-
tem, including system architecture, hardware and software
components.

4.1 System Architecture

Fig. 2 shows the system architecture. The system consists of
a telepresence robot and teleinteractive devices at a local
site, a mobile smart device (e.g., a smartpad) with the TIUI
at a remote site, and communication networks connecting
the two sites. Users can use a smartpad with the TIUI at a
remote site to teleoperate a telepresence robot at a local site
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Fig. 3. A picture of a smart room set up in our lab as a testbed, contain-
ing a telepresence robot (labeled A), a door with password access con-
trol (labeled B), a cheerful lit tree (labeled C), a table lamp (labeled D), a
power wheelchair (labeled E), and a curtain (labeled F). The lower right
corner is an enlarged view of a teleinteractive box we developed for the
wheelchair.

by touching live video with touchscreen gestures and chat
with local persons. Users can also touch the live video of a
teleinteractive device they are watching to make the TIUI
connect to the device via networks, so that the users can tel-
eoperate this device.

A telepresence robot is a typical teleinteractive device
because it has the three elements of a teleinteractive device.
But in view of the special role of a telepresence robot in our
system, it is not included in the category of teleinteractive
devices for simplicity of presentation: (1) a telepresence
robot is regarded as the embodiment of remote users to
interact with local persons, and (2) remote users can teleo-
perate the telepresence robot to actively capture the live
video of the local site so that they can be better aware of the
local site. We use a power switch symbol plus a WiFi sym-
bol to indicate a teleinteractive device (on the far right in
Fig. 2), considering that most teleoperations involve simply
pressing buttons.

In this work, live videos are captured by two cameras
installed on the pan-tilt on the vertical post of the telepre-
sence robot. The configuration of fixed overhead cameras
with or without pan-tilt-zoom (PTZ) commonly used in sur-
veillance and monitoring systems can be regarded as a spe-
cial case of our system.

4.2 Hardware Components

Teleinteractive devices and a telepresence robot are the main
members of our system. We set up a smart room in our lab as
a testbed, as shown in Fig. 3, containing a telepresence robot
(labeled A) and some teleinteractive devices, such as a door
with password access control (labeled B), a cheerful lit tree
(labeled C), a table lamp (labeled D), a power wheelchair
(labeled E), and a power curtain (labeled F).

4.2.1 Teleinteractive Box for Teleoperation

In our system, all teleinteractive devices are off-the-shelf
products, and each is equipped with a teleinteractive box
(similar to set-top box) developed in our lab, making it a tel-
einteractive device. A teleinteractive box shown in the lower
right corner of Fig. 3 is added to a power wheelchair to
replace the joystick for remotely controlling the wheelchair.
A teleinteractive box is basically composed of a WiFi unit
for networking, a 2D barcode for identifying a

IEEE TRANSACTIONS ON MOBILE COMPUTING, VOL. 22, NO. 4, APRIL 2023

teleinteractive device or an object, and an actuator for
changing the state of the object.

Actuating modes can be roughly divided into three cate-
gories: point, line and plane. Point actuation is the output of
a specific amount of power to start a device, for example, to
drive a relay to perform button functions. Point actuation is
common and can achieve all O-1state transitions, such as
turning on/off power and switching channels. Line actu-
ation is the output of varying power to change the state of a
device. Typical examples of line actuation include dimming
lights, adjusting volume, and opening curtains. Plane actu-
ation is the output of two varying powers (as a 2D vector) to
control mobile robots or other vehicles to move in 2D space
or on the surface. The conventional plane actuating is per-
formed through a keyboard and joystick-based interface,
which can control an object (e.g., a mobile robot and a
power wheelchair) to move. We developed a teleinteractive
box that can replace a joystick, which enables users to use a
smartpad with the TIUI or the GUIs to teleoperate a power
wheelchair. The box on the power wheelchair is the most
complicated of all, but its cost is only tens of US dollars.

4.2.2 Telepresence Robot

We assembled a telepresence robot, named Mcisbot [7]
(labeled A in Fig. 3), in our lab as a mobile testing platform
for telepresence operation through the TIUI. The Mcisbot is
composed of a robot base and a robot head based on the
configuration of the telepresence robot [23]. We used a Pio-
neer 3-AT robot at hand as a robot base and developed a
robot head to test certain functions of the system. The head
includes an LCD, a speaker, a microphone, a forward-facing
camera (FF camera), and a downward-facing camera (DF
camera), which are mounted on the pan/tilt together. The
FF camera is used for video communication and object rec-
ognition, and the DF camera is used for robot navigation.
The head is fixed on a vertical post on the robot and can be
moved to adjust the robot height from 1200 mm to 1750
mm, covering the height of school-aged children to adults.
We also installed the robot on a cheap mobile base to assem-
ble a low-cost telepresence robot [45].

As the embodiment of remote users, a telepresence robot
should help remote users better perceive the situation of a
local site through the two cameras, the FF camera and the
DF camera. We follow the two principles when selecting
these two cameras: seeing forward clearly and seeing down-
ward panoramically:

Seeing forward clearly. The FF camera captures video (FF
video) with high resolution for remote users to see
objects in front clearly. High-quality FF video facilitates
object recognition.

Seeing downward panoramically. The DF camera captures
video (DF video) with a very large field of view for
remote users to look down at the ground from a pan-
oramic view for navigation.

According to the two principles, we used a high-resolu-
tion camera with a field of view (about 70 degrees diagonal)
as the FF camera and a fisheye lens camera (about 170
degrees diagonal) as the DF camera. We adopted our video
stitching algorithm [46] to stitch the FF video and DF video
into one video, named FDF video, as shown in Fig. 4.

Authorized licensed use limited to: INSTITUTE OF COMPUTING TECHNOLOGY CAS. Downloaded on December 25,2024 at 02:48:03 UTC from IEEE Xplore. Restrictions apply.



JIAETAL.: TIUIl: TOUCHING LIVE VIDEO FOR TELEPRESENCE OPERATION

Fig. 4. lllustration of a stitched video image. Left top: animage from the FF
camera. Left bottom: an image from the DF camera. Right: the stitched
image. We can see the entire mobile robot base (yellow rectangle).

Through the FDF video, remote users can clearly see objects
in front, and can also see the robot base (enclosed by a yel-
low rectangle in Fig. 4b) and a panoramic view of its sur-
roundings. The FDF video makes it easier for remote users
to perceive the robot’s surroundings, without having to use
their brains to integrate the two videos together, reducing
the burden of teleoperation [47].

4.3 Software Components

The TIUI is the most important software part of our system.
As mentioned earlier, the TIUI contains four modules:
touch, control, recognition, and knowledge. The following
is a description of the four modules and their relationships.

4.3.1 Touch Module

The touch module is used to perform the detection and inter-
pretation of touchscreen gestures. Detection aims to obtain
the position data of fingers touching the touchscreen, and
interpretation is a mapping from the data to touchscreen ges-
tures. The touch module allows remote users to perform the
touchscreen gesture on a live video while watching the live
video, which forms a human-in-the-loop control of telepre-
sence operation. Thus, remote users play a dominant role in
the loop according to the strategy of human-centered teleop-
eration [48].

4.3.2 Control Module

The control module is used to transform touchscreen ges-
tures into instructions to complete teleoperation tasks. One
category of teleinteractive devices shares the same instruc-
tion set. Different categories of teleinteractive devices have
different instruction sets, for example, all lighting devices
share the same lighting instruction set. Once the object
being touched in a live video is automatically recognized
and locked, the touchscreen gestures can be mapped to the
actions of the object with the corresponding instruction. In
other words, the control module allows remote users to
remotely control the object using touchscreen gestures.

2463

4.3.3 Recognition Module

Most existing remote-control systems, including mobile
robotic telepresence systems, adopt a one-to-one direct tele-
operation strategy, in which remote users use a controller
that directly connects to a specific object to teleoperate it
without identification. In smart environments, remote users
can use a smartpad with the TIUI that automatically con-
nects to multiple local teleinteractive devices. If users want
to remotely control many local teleinteractive devices, i.e.,
one-to-many teleoperation, the first task they would do is to
recognize which object is being touched in a live video. The
recognition task includes object detection, localization, iden-
tification, and tracking. In our system, the FF camera
mounted on a telepresence robot captures the live video of
objects in front of the robot, and then the recognition mod-
ule is used to recognize the object being touched. As a
result, the teleoperation relationship between the user (via
the TIUI) and the object is established.

In this work, we also use a 2D barcode to identify an
object, and then use computer vision algorithms to detect,
localize, and track the object. If a tracked object is lost, the
system immediately returns to the touch module to wait for
the user’s gesture to re-identify the object. We can also use
the recognition module to perform path planning and obsta-
cle detection for navigation [45].

4.3.4 Knowledge Module

Since knowledge acquisition involves complex cognitive
processes (perception, communication, and reasoning), it is
a major bottleneck in Al systems [49]. The task of the knowl-
edge module is to embed knowledge into the system to
improve the performance of teleoperation. Users can place
markers on the live video of a local environment through
the TIUI, such as marking obstacles, doors, paths, and other
objects of interest. A marked object can be automatically
locked using the recognition module. The knowledge mod-
ule can also help users embed rich information into a live
video, such as spatial relationship and semantic description.

4.3.5 Relationship Between Modules

Motivated by the autonomous robot architecture pro-posed
by Rodney Brooks [50], we adopt a layered structure to
describe the relationship among the touch, control, recogni-
tion, and knowledge modules, as shown in Fig. 5. Touch
and control modules form the first layer, touch and recogni-
tion modules form the second layer, and recognition and
knowledge modules form the third layer. The first layer
only contains the touch and control modules, which is a
conventional direct teleoperation strategy (i.e., one-to-one
control strategy) designed for teleoperation of a specific
object. In this work, since there is only oneltelepresence
robot at a local site, we use a smartpad to connect directly to
the robot through the communication network, and then
use the touch and control modules to perform robotic tele-
operation without the recognition and knowledge modules.
However, when the telepresence robot is in an autonomous
or semi-autonomous state (e.g., the telepresence robot is in
the state of following as mentioned in Section 6.3), the rec-
ognition and knowledge modules are still needed. On the
basis of the first layer, a second layer is added to expand the
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Fig. 5. Software scheme of the TIUI. The TIUI contains the four modules:
touch, control, recognition, and knowledge. The touch module interprets
touchscreen gestures based on live videos to decide which module to
switch to. The control module calls instructions under guidance of the rec-
ognition and knowledge modules to realize the network connection
between the TIUI and local devices and teleoperation of the local devices.

one-to-one control in the first layer to one-to-many control.
Knowledge as the third layer of addition can improve the
performance of the control and recognition modules. It is
obvious that the recognition and knowledge modules can
improve the performance of each other. The control, recog-
nition, and knowledge modules can be combined for vari-
ous intelligent systems, such as autonomous robot systems,
intelligent interaction systems, and intelligent surveillance
systems. Our system falls into the category of intelligent
interaction systems.

5 TOUCHSCREEN GESTURES

The touchscreen gestures are designed to perform the fol-
lowing three types of teleoperations:

1) Users touch the live video of an object with the touchscreen
gestures to teleoperate the object.
2)  Users touch the live video of a telepresence robot with the
touchscreen gestures to teleoperate the telepresence robot.
3)  Users touch the live video of a local environment with the
touchscreen gestures to place markers on the live video.
The first two are the basic types of telepresence opera-
tion. The third is an enhancement by embedding user
knowledge (such as passages and obstacles) into the system.
A typical example of marking is marking obstacles or road
edges for navigation. In this paper, we mainly define
touchscreen gestures for the first two types. Based on the
basic touchscreen gestures [51], we define two types of ges-
tures: one-finger gestures and two-finger gestures.

5.1 One-Finger Gestures

In daily lives, we often use one finger to perform most oper-
ations on various panels and interfaces of everyday objects
or devices, because they usually contain switches, buttons
and/or sliders. For a joystick, it can be seen as a combina-
tion of multiple buttons and arrow keys. In fact, most

RIRIEIR

Press Drag Lasso
Fig. 6. One-finger gestures for teleoperating teleinteractive devices.
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Fig. 7. Two-finger gestures for teleoperation of a robot base. Bottom: ges-
tures made with two fingers of two hands. The dashed line indicates a divid-
ing line between the FF image and the DF image, which may not be
displayed on the TIUI. Middle: gestures made with two fingers of one hand.
Top: action diagrams of the robot base corresponding to the gestures.

touchscreen gestures for interacting with smartpads and
smartphones are performed with one finger. Therefore, we
can choose one-finger gestures to touch live video to per-
form teleoperation of teleinteractive devices.

Fig. 6 shows the four one-finger gestures: tap, press, drag,
and lasso. When a user taps an object or object’s 2D barcode
in a live video, the TIUI will recognize the object to obtain its
ID, so that the TIUI connects to the object through networks.
A marker (e.g., a colored spot or rectangle) is automatically
marked on the live video image of the object connected to the
TIUI A press gesture refers to a long press on a touchscreen,
which can be seen as an extension of the tap gesture. One can
use a press gesture to remotely control the stop or pause of
an object. For example, when a user presses a live video of a
moving object, the TIUI will recognize the object and connect
to it through networks, and as a result, the object will stop
moving until this press gesture ends. A lasso gesture can
lasso a certain area in a live video, which can alleviate the
challenges in image segmentation and improve the perfor-
mance of object recognition. A drag gesture can make a
marked object move with the movement of the finger. When
a user drags a marked object in a live video, the correspond-
ing physical object will move with the user’s gestures. For
example, when a chess player drags a live video image of
huge physical chess piece on a touchscreen, the chess piece
(with powered wheels) on the field for the audience to watch
will move accordingly.

Two or more one-finger gestures can be combined to per-
form combined teleoperation actions. For example, one fin-
ger performs a pressing gesture on a live video of a moving
toy car to stop the car, and the other finger makes a tapping
gesture to open the door of the car.

5.2 Two-Finger Gestures

Two-finger gestures are specifically designed for teleopera-
tion of a telepresence robot because two fingers can perform
more complex gestures than one finger. Figs. 7 and 8 depict
two-finger gestures and corresponding action diagrams of
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Fig. 8. Two-finger gestures for teleoperation of a robot head with a PTZ
camera. The top is the action diagrams of the robot head corresponding
to the gestures in the bottom.

the robot base and robot head. Note that the directions of
the two-finger gestures and the robot actions are opposite.
This is because the live video is captured by a telepresence
robot, and remote users watch the live video of the robot in
a first-person camera view. In contrast, remote users are in a
third-person camera view when watching the live video of
teleinteractive devices, and the remote users’ gestures and
the actions of teleinteractive devices must be in the same
direction. Using two-finger gestures to touch a live video to
teleoperate a telepresence robot is similar to the process of
browsing a panoramic image with gestures on a smartpad,
which is natural and intuitive. In our system, these two-fin-
ger gestures are translated into the instructions to remotely
control the robot base and robot head to perform corre-
sponding actions.

In order to distinguish whether a two-finger gesture con-
trols the robot base or the robot head, we make full use of
the feature that an FDF video in the TIUI consists of an
upper zone and a lower zone. The dashed line shown in
Figs. 7 and 8 is a dividing line between the upper and lower
zones, and this line may not be displayed on the TIUI The
upper zone corresponds to the FF video of objects to be tele-
operated, and the lower zone corresponds to the DF video
of the robot base, the ground, and the robot’s surroundings
for navigation (Fig. 4b). Thus, when users touch the upper
zone, they can remotely control the robot head to see the

Fig. 9. Two-finger gestures performed at the lower zone of the TIUI to tel-
eoperate the robot base. Bottom: the TIUI used by a user at a remote
site. Top: corresponding positions of the robot at a local site. (a) Refer-
ence position. (b) Moving forward. (c) Turning left. (d) Turning right.
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(a) (b)

Fig. 10. Two-finger gestures performed on the upper zone of the TIUI to
teleoperate the robot head. Bottom: a user is performing two-finger ges-
tures on the TIUI. Top: corresponding actions of the robot. (a) Two fin-
gers touching the TIUI while the post is at a height of 1200 mm. (b)
Sliding two fingers down from the position in (a) to raise the post to a
height of 1750 mm. (c) Sliding two fingers to the left to look to the right.
(d) Sliding two fingers to the right to look to the left.

objects clearly; when touching the lower zone, they can
remotely control the robot base to move around.

The design of two-finger gestures for controlling a robot
base is inspired by the observation of human stroke actions
in boating and skating. The gestures are similar to human
skating strokes. The speed of movement depends on how
far the finger slides on the touchscreen or how often the fin-
ger touches the touchscreen. Some users prefer to use two
fingers of one hand, while others prefer to use two fingers
of two hands, as shown in Fig. 7.

Two or more two-finger gestures and/or one-finger ges-
tures can be combined to perform more complex head
actions. For example, the robot head shaking or nodding ges-
ture can be seen as a combination of several head gestures.

6 APPLICATION EXAMPLES

We demonstrate three example applications: teleoperation
of a telepresence robot, telepresence operation of everyday
objects, and telepresence operation of a power wheelchair.

6.1 Teleoperation of a Telepresence Robot

We demonstrate how users use the TIUI on a smartpad to
teleoperate the telepresence robot (Mcisbot) with two-finger
gestures. Fig. 9 shows that a remote user touches the lower
zone of the live video with two-finger gestures to teleoper-
ate the robot base to move forward into the room (Fig. 9b),
turn left to see the portrait of Albert Einstein (Fig. 9c), and
then turn right to see the depth of the room (Fig. 9d). The
top row in Fig. 9 shows the corresponding actions of the
robot.

Fig. 10 shows that a user touches the upper zone of the
live video with two-finger gestures to teleoperate the robot
head. When a user slides the two fingers down from the
position in Fig. 10a, the vertical post will rise to a height of
1750 mm (Fig. 10b). A user slides the two fingers to the left
to view the image on the right (look to the right, Fig. 10c)
and slides the two fingers to the right to view the image on
the left (Iook to the left, Fig. 10d).
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Fig. 11. Using the TIUI to remotely open a door with password access
control. (a) A user is looking for the password panel in the live video (bot-
tom), and the door is closed (top). (b) The user lassos the 2D barcode for
identification (bounding box on the bar). (c) The panel is identified
(bounding box on the panel). (d) The user taps the key images to enter
the password to open the door (bottom), and accordingly, the door opens
(orange double arrow on the top).

6.2 Telepresence Operation of Everyday Objects
Our system allows remote users to teleoperate teleinterac-
tive devices in the smart room (Fig. 3) by touching live
video with one-figure gestures. Fig. 11 shows that a user
uses the TIUI to teleoperate the telepresence robot to the
door and recognize the password access control panel, and
then taps the password to open the door. This process is
similar to how the user taps the keys on the physical panel
to open the door on site. The top views of Figs. 11a and 11d
display the closed door before teleoperation and the opened
door after teleoperation, respectively. This means that our
system allows a remote user to teleoperate everyday but-
ton-controlled objects by touching live video.

Another example of the telepresence operation of objects
is to remotely open a curtain, as shown in Fig. 12. A user tel-
eoperates the telepresence robot to look for the curtain
(Fig. 12a) in the live video, and then lassos the curtain image

(a) (d)

Fig. 12. Using the TIUI to remotely open the curtain. (a) A user drives
the telepresence robot to the curtain (bottom), and the curtain is
closed (top). (b) The user lassos the curtain image (red circle) for
image segmentation. (c) The TIUI is guided by the segmentation
result to recognize and locate the curtain (green rectangle). (d) The
user teleoperates the curtain using a drag gesture (bottom), and the
curtain is opened (top).
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Fig. 13. Pushing a wheelchair. (a) A local user is pushing a wheelchair.
(b) A remote user is remotely “pushing” the same wheelchair via a tele-
presence robot.

via the lasso gesture for image segmentation (red circle in
Fig. 12b). The segmentation result guides the TIUI to recog-
nize and locate the curtain (green rectangle in Fig. 12c).
Then the user remotely controls the opening of the curtain
by the drag gesture (Fig. 12d), similar to the user opening
the curtain manually on site. This example demonstrates
the effect of using a drag gesture to teleoperate objects with
line actuating.

6.3 Teleoperation of a Power Wheelchair
Telepresence robots can be used in elderly care and healthcare
to help prevent problems related to loneliness and social isola-
tion [52]. Elderly people usually regard telepresence robots as
representatives of family members or caregivers [53]. Com-
mercially available telepresence robots, such as Giraff [54]
and Ohmni [4], are designed for elderly and disabled people.
However, these robots barely address the teleoperation of
local objects. If a user is remotely controlling a telepresence
robot in the elderly person’s home to chat with an elderly per-
son, and the elderly person wants the user to push the wheel-
chair for a walk, the user has to go to the site in person to meet
the need of the elderly person, as illustrated in Fig. 13a.

Our system allows a remote user to teleoperate a telepre-
sence robot, not only for video chatting with local elderly per-
sons, but also for remotely “pushing” a power wheelchair, as
shown in Fig. 13b. We put quotation marks on “pushing”
because the telepresence robot has no physical contact with
the wheelchair. It is not really pushing the wheelchair. In this
application, we converted the physical joystick into a soft joy-
stick overlaid on the live video of the wheelchair (wheelchair
backrest). Using the TIUI, a user touches the wheelchair
image with the soft joystick gesture (one-figure gesture) to
teleoperate it, similar to using the physical joystick to teleo-
perate the wheelchair. Once a user teleoperate the wheel-
chair, the telepresence robot is in an autonomous state of
following, providing the TIUI with the live video of the
wheelchair and its surrounding environment.

Fig. 14 shows how a user pushes a wheelchair remotely
using a telepresence robot. We added a teleinteractive box
to the power wheelchair, which cost about 400 US dollars in
total. First, a remote user uses the TIUI to teleoperate the
robot to the back of the wheelchair (Fig. 14a). Then, the user
touches the live video image of a 2D barcode on the backrest
of the wheelchair with a one-finger gesture to recognize and
locate it. The identified wheelchair image is marked, which
means that it is ready to be pushed. Third, the user touches
the wheelchair backrest with the soft joystick gestures to
remotely push the wheelchair forward (Fig. 14b), to the
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Fig. 14. A user uses the TIUI to remotely “push” a wheelchair with the soft
joystick gestures. Bottom: (a) the wheelchair image is marked with a color
square, and the wheelchair is ready to be pushed, (b) the user touches
the image of the wheelchair with the soft joystick gestures to remotely
push the wheelchair forward, (c) to the right, and (d) to the left. Top: the
corresponding views of the telepresence robot and the wheelchair.

right (Fig. 14c), and to the left (Fig. 14d). The speed of the
wheelchair can reach 1.5meters per second.

7 EVALUATIONS

We conducted laboratory experiments to evaluate the pro-
posed framework. The experiments include two tasks: tele-
operating a telepresence robot along the co-shaped course
and teleoperating everyday objects.

7.1 Teleoperating a Telepresence Robot

In order to compare the TIUI and the GUIs, we designed a
conventional touchscreen GUI overlaid on a live video, as
shown on the far right of Fig. 15a. Touchscreen GUIs usu-
ally contain graphical buttons and arrow keys, which are
converted simply from mouse/keyboard and joystick.

We recruited 20 people from a local university for the
study, 6 females and 14 males, aged between 20 and 27 (M
= 23, SD = 1.662). All of them use computers in their daily
lives, and some have a little experience in operating mobile
robots (M = 1.22, SD = 0.752). We use a five-point scale
ranging from 1 (not familiar at all) to 5 (very familiar). Par-
ticipants also reported how familiar they were with smart-
pads or tablets (M = 4.91, SD = 0.223).

We set up the oo-shaped course out lined with green tape
for the user study of teleoperating the telepresence robot, as
shown in Fig. 15b. The inner and outer ring radii are 800 mm
and 1600 mm, respectively. The co-shaped course is a loop
route along which the participant teleoperates the robot for
multiple laps, and it contains the same left and right turning
routes. In this study, we asked the participants to use the
TIUI and the GUI respectively to teleoperate the robot along
the course for two laps as quickly as possible. The order of
using the two user interfaces was counterbalanced across
participants.

7.1.1  Measures and Analysis

We adopted the evaluation methods used in [55], [56], and
[57] to make objective and subjective measures. The objec-
tive measures include the number of practice laps, task
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Fig. 15. lllustration of the experimental setup. (a) Two user interfaces
(TIUI and GUI) used by a participant to teleoperate the robot. (b) The
oo-shaped course out lined with green tape, where the area enclosed by
the two yellow lines is the start/end position of the robot.

completion time, and the number of times the robot touches
the route borders. The task completion time is from when
the experimenter issued the start command (“3, 2, 1, Go”) to
when the robot returned to the start/end position for the
second time (two laps). The subjective measures seek to
obtain maneuverability, flexibility, convenience, participant
skill level, and interface preference. We administered a
post-task questionnaire to obtain the subjective measures.
The questions are as follows:

Q1 How skilled were you using the GUI to teleoperate the robot?
Q2 How skilled were you using the TIUI to teleoperate the robot?
Q3 I was satisfied with the maneuverability of the TIUI. 4 I was
satisfied with the maneuverability of the GUL.

Q5 1 felt that using the GUI to teleoperate the robot was flexible.
Q6 I felt that using the TIUI to teleoperate the robot was flexible.
Q7 I felt it was convenient to use the TIUI to teleoperate the robot.
Q8 I felt it was convenient to use the GUI to teleoperate the robot.
Q9 Which user interface (GUI or TIUI) do you prefer?

The questionnaire adopts a five-point scale, ranging from
1 (unskilled) to 5 (very skilled) for questions Q1 and Q2,
and ranging from 1 (strongly disagree) to 5 (strongly agree)
for questions Q3 to Q8.

We ran a paired t-test analysis to determine the effect of
the TIUI and the GUI on the objective measures. To test for
statistical significance, we used a cut-off value of p < .05.

7.1.2 Procedure

The participants first filled in the pretest questionnaire to
obtain demographic information, and then were instructed
how to use the two interfaces (TIUI and GUI) to teleoperate
the telepresence robot in an open area. They learned to tel-
eoperate the telepresence robot by using the two user
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Fig. 16. Objective measures of teleoperating the telepresence robot
using the TIUl and GUI, respectively. (a) The average number of practice
laps. (b) The average task completion time. (c) The average number of
times the robot touched the route borders. (d) The average task comple-
tion time with penalty). (**) denotes p < 0.001.

interfaces without time limit (so that they were indeed
familiar with teleoperating without worrying). Most partici-
pants were familiar with teleoperating within less than 10
minutes. After instruction, we asked the participants to
report their skill level in using the two interfaces.

The evaluation includes practice, test, and questionnaires
and interviews. In the practice phase, the participants used
one of the two interfaces to teleoperate the robot along the
oo-shaped course until they thought they could perform the
task, and the number of practice laps was recorded. In the
test phase, the participants used one interface to teleoperate
the robot to move along the course for two laps, and the task
completion time and the number of times the robot touched
the route borders were recorded. Then, they continued to
use another interface to do the same task. To verify the vari-
ous events that occurred during the experiment, we used
three cameras to record the experimental process. A reward
was added to encourage the participants to teleoperate the
robot as quickly as possible, and a penalty of 5 seconds was
imposed each time the robot touched the route borders.

In the questionnaire, the participants were asked to eval-
uate maneuverability, flexibility, convenience, participant
skill level, and interface preference. Finally, the experiment-
ers interviewed the participants to collect their comments
and suggestions.

7.1.3 Results

During instruction, most participants took less than 3
minutes to become familiar with teleoperating the telepre-
sence robot using the GUI and took up to 9 minutes using
the TIUL The average time taken to learn to use the GUI
and the TIUI was approximately 1 minute and 6 minutes,
respectively.

Figs. 16 and 17 show the results of the objective and sub-
jective measures of teleoperating the robot. Fig. 16a shows
that the participants made more practice laps using the
TIUI (MTIUI = 233, SD = 0936) than using the GUI (MGUI =
1.28, SD = 0.550), and the difference is significant, t (19) =
-5.21, p < .001. Participants felt that their skills in using the
GUI Mgur = 4.54, SD = 0.419) were higher than their skills
in using the TIUI My = 4.36, SD = 0.563) (Fig. 17a), t (19)
= 1.75, p = .048. Some participants said they used the TIUI
for the first time, so they wanted to spend more time becom-
ing more familiar with the touchscreen gestures. Some par-
ticipants said that they spent more time practicing the TIUI
because the touchscreen gestures are a bit complicated.
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Fig. 17. Subjective measures of teleoperating the telepresence robot
using the TIUI and GUI, respectively. (a) The average level of skill. (b) The
average satisfaction with the maneuverability. (c) The average flexibility.
(d) The average convenience. (***) denotes p < 0.001 and (*) p < 0.05.
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Fig. 16b shows the average task completion time. We
found a major effect on this measure My — Mgur = -81), t
(19) = 7.60, p < .001. The average time for completing the
task using the TIUI and the GUI was 213 seconds (SD =
21.045) and 294 seconds (SD = 48.853), respectively. Fig. 16¢
shows that there was no significant difference in the number
of times the robot touched the route borders Mrryr — Mgur
= 0.45), t (19) = -1.58, p = .066. Fig. 16d shows the average
task completion time with penalty (i.e., task completion
time + 5 seconds x the number of times the robot touched
the route borders) for each participant. We found that the
major effect on this measure (i.e., the average task comple-
tion time with penalty) is still maintained (Mryr — Mgur =
-78.75), t (19) = 7.49, p <.001. Thus it can be seen that partic-
ipants achieved better performance of task completion time
using the TIUI than using the GUIL

Participants reported that they were more satisfied with the
maneuverability of the TIUI than that of the GUI (M - Mgur
=0.71), t (19) = -2.24, p = .019 (Fig. 17b). Comparing the TTUI
and the GUI on flexibility, there was a significant difference
M —Mgur = 1.96), t (19) = -8.50, p < .001 (Fig. 17¢). All par-
ticipants felt that the flexibility of using the TIUI to teleoperate
the robot was higher than that of the GUI Fig. 17d shows a
major effect on the convenience of the user interfaces (Mryuy —
Mgu1 = 0.85), t (19) =-2.00, p = .030. Participants said that they
can use the TIUI to control the robot smoothly, but when using
the GUI, they felt unsmooth because they always aligned their
fingers with the graphical buttons and often switched between
the buttons to turn left or right.

Seventeen of the twenty participants said that they would
choose the TIUI to teleoperate the robot if they had one more
chance, while the remaining three participants said that they
preferred the GUI as it is very simple. Participants who chose
the TIUI said that they could complete the task faster and
touch the route borders less when using the TIUI because they
become more skilled with more practice. Furthermore, most
participants reported that they enjoyed the TIUI very much
because of the intuitive and flexible interactions.

7.2 Teleoperating Everyday Objects

To evaluate the telepresence operation of everyday objects,
we created a scenario for visiting and assisting elderly per-
son in the smart home (see Fig. 3). The purpose is to
enhance the usefulness verification of the proposed frame-
work, as proposed by Greenberg and Buxton [58]. In the sce-
nario, an elderly person has a limited ability to drive a
wheelchair, and additional assistance is needed. There are
some everyday objects with teleinteractive boxes in the
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room, such as lighting devices, media devices, doors with
password access controls, wheelchairs, curtains, and other
furniture, such as sofas, tables, and chairs. The furnishings
and appliances provide reference points for participants
(who are in another place specified as the remote site) to ori-
ent themselves in the live video of the room (specified as the
local site).

For the study of teleoperating everyday objects, we
recruited another 24 participants from the same local uni-
versity as the previous study, 12 females and 12 males,
whose ages ranged from 18 to 25 years (M = 20.13, SD =
2.242). All of them use computers in their daily lives, but
they had no experience in operating robots. Participants
reported how familiar they were with smartpads or tablets
(M = 3.53 and SD = 1.523). We still used a five-point scale
ranging from 1 (not at all familiar) to 5 (very familiar). We
invited a member of our laboratory to play an elderly per-
son, and all participants acted as visitors.

The experiment consisted of two sessions: visiting the
elderly person in person and visiting the elderly person
using the telepresence robot. In the first session, the partici-
pants personally visited the elderly person’s home and
operated everyday objects. In the second session, the partici-
pants used the TIUI to teleoperate the telepresence robot
to the elderly person’s home, and then teleoperated the
same objects.

7.2.1 Procedures

Participants were instructed in the visit procedure before
performing the task. We asked all the participants to strictly
follow the procedure to make the visits of different partici-
pants as consistent as possible. Referring to the elderly per-
son’s room shown in Fig. 3, we presented the following
visiting procedure for the first session:

1)  The participant walks to the door (B) of the elderly
person’s room, enters the access control password,
and opens the door.

2)  The participant enters the room, and taps the light-
ing button to turn on the lights (C and D).

3) The participant can see the elderly person sitting on
the sofa, and says hello to the elderly person.

4) The participant asks the elderly person to sit in the
wheelchair (E), and then pushes the wheelchair to
the curtain (F).

5) The participant opens the curtain, and the elderly
person looks out of the window.

After the participants completed the first session, they
moved to another room (remote site) to proceed with the
second session.

In the second session, the participants performed the
same visit as the first session by teleoperating the telepre-
sence robot using the TIUI The participants were instructed
how to use the TIUI to teleoperate the robot in an open area.
This instruction process is the same as the process men-
tioned in Section 7.1, and the participants were able to
become familiar with teleoperating the telepresence robot
using the TIUI without time limit until they thought they
were proficient. Then, we showed them the procedure for
the second session as follows:
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1)  The participant uses the TIUI to teleoperate the robot
(A) to the door (B), and taps the password on the live
video image of the access control panel to open the
door.

2)  The participant teleoperates the robot into the room,
and then taps the lighting button to turn on the lights
(Cand D).

3) The participant can see the elderly person sitting on
the sofa in the live video, and says hello to the
elderly person.

4)  The participant asks the elderly person to sit in the
wheelchair (E), and then teleoperates the wheelchair
to the curtain (F).

5) The participant uses the lasso gesture to lasso the
curtain image and then to drag the curtain; the cur-
tain opens with the drag gesture, and the elderly per-
son looks out of the window.

After completing the second session, each participant

was asked to complete a questionnaire.

7.2.2 Measures

Measures include the user-friendliness of the interaction,
the convenience of teleoperation, the utility of the robot,
and the feeling of “being there”. The questionnaire consists
of seven questions, each based on a five-point scale ranging
from 1 (strongly disagree) to 5 (strongly agree). The ques-
tions are as follows:

Q1 Teleoperating objects using the TIUI was user-friendly.

Q2 Teleoperating objects using the TIUI was convenient.

Q3 The telepresence robot could act as my embodiment to
complete teleoperation tasks.

Q4 When tapping the buttons of the access control panel in
the live video on the TIUI to open the door, I felt as if I
were tapping the physical buttons on site.

Q5 When dragging the curtain in the live video on the TIUI,
I felt as if I were dragging the physical curtain on site.

Q6 When pushing the wheelchair in the live video on the
TIUL, I felt as if I were pushing the physical wheelchair
on site.

Q7 When tapping the light button image on the TIUI to turn
on the light, I felt as if I were tapping the physical light
button on site.

7.2.3 Results

The participants responded very positively to the telepre-
sence operation system, as depicted in Fig. 18. More than
half of the participants reported that they quickly learned
to use the system. Most participants said that it is user-
friendly to teleoperate teleinteractive devices by touching
live video (M = 4.04, S = 0.550). They deemed the TIUI
intuitive and natural to use (M = 4.50, SD = 0.590). They
experienced the high utility of telepresence operation
using the TIUIL They truly had the feeling of “being there”
(M = 4.25, SD = 0.532) and reported that they teleoper-
ated everyday objects as if they were doing so on site,
including opening the door (M = 4.58, SD = 0.504), draw-
ing the curtain (M = 4.63, SD = 0.495), pushing the wheel-
chair (M = 4.38, SD = 0.711), and turning on the lights
M = 4.29, SD = 0.690).
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User friendliness

Convenience

Utility

Teleoperating
the door

Teleoperating
the curtain

Teleoperating
the wheelchair

Teleoperating
the light

1 2 3 4 5

1:Strongly disagree 5:Strongly agree

Fig. 18. Interaction efficiency, convenience, utility, and user friendliness
of using the telepresence operation system through the TIUI.

8 DiscussION

Our study confirmed that the TIUI enables remote users
not only to teleoperate a telepresence robot for video chat
with local persons, but also to teleoperate local everyday
objects by touching live video with touchscreen gestures. In
this section, we discuss the implications, limitations, and
future work.

8.1 Implications

Our TIUI is superior to the GUISs in three aspects: (1) As long
as we see a touchable live video on a touchscreen, we can tel-
eoperate an interesting object in the video with touchscreen
gestures; (2) Touching the touchable live video of a physical
object for teleoperation has a better feeling of “being there”
than touching its corresponding graphical button (or icon);
(3) There is almost no visual burden because the TIUI allows
users to teleoperate objects by touching objects’ live video
they are watching, without distracting them by looking for
the corresponding buttons of the objects for teleoperation.

Existing mobile robotic telepresence systems lack the
capability of teleoperating local objects and need local help.
Our TIUI empowers users not only to teleoperate a telepre-
sence robot but also to teleoperate local objects by touching
live video without local help. To enhance users’ awareness
of a local site, we argue that stitching the FF and DF videos
together into one video (FDF video) can enable remote users
to look forward clearly for object recognition and look
downward panoramically for robot navigation.

We have introduced the recognition module and knowl-
edge module into the telepresence operation system. These
modules enable the system to recognize local objects and
then to connect them to the TIUI for telepresence operation.
In other words, our framework for telepresence operation is
based on computer vision (CV) and artificial intelligence
(AID). We envision that CV and Al will greatly facilitate the
development of telepresence operation systems with help of
live video understanding and reasoning.

8.2 Limitations

Our work has the following major limitations. The first is
that the system cannot perform 3D teleoperation tasks, such
as 3D motion of robot arms [13] or 3D actuated objects [14].
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There have been many excellent 3D representation algo-
rithms [59] [60], [59] and 3D modeling algorithms [61], [62].
Our work aimed to teleoperate everyday objects by touch-
ing live video in a pervasive and compact way, and we did
not focus on the use of 3D models and 3D representations
that require high computational costs.

The second limitation is that teleinteractive devices
located in the lower zone of the TIUI cannot be teleoperated,
because we assumed that teleinteractive devices are located
in front of the FF camera and should appear in the upper
zone of the TIUIL For example, when a vacuum cleaner
robot is close to the robot base, it enters the field of view of
the DF camera corresponding to the lower zone of the TIUI,
and we cannot use the touchscreen gestures defined for the
upper zone to teleoperate it.

Our evaluation was only conducted with users who are
18-27 years old with proficient touchscreen skills. We have
not performed user studies on other age groups, nor have
we invited elderly and/or disabled people to participate in
the study, resulting in limited evaluation results.

In order to minimize the impact of network latency, the
remote site and the local site used the same local wireless
network. Network lag is an important concern that will
need to be addressed in application systems. We did not
consider many other important issues, such as security and
privacy, which may seriously affect the usefulness of the
system.

8.3 Future Work

Currently, our system runs at approximately 10 frames per
second on a laptop (ThinkPad x200) on the robot, including
image stitching, object recognition, localization and track-
ing, etc. All of these are basic and simple algorithms to
ensure that the system runs in real time. We will adopt new
computing strategies (hardware and software) to improve
system performance.

We will extend the proposed framework to many areas
of daily lives and workplaces, as long as there are teleinter-
active devices or objects equipped with teleinteractive
boxes. If a local person wearing cameras replaces the tele-
presence robot to capture live video, it constitutes a remote
collaborative work environment based on touchable live
video. If a local person wears a teleinteractive device, the
remote user can perform virtual touch interaction by touch-
ing live video. If an animal wears teleinteractive devices,
users can also perform telepresence interaction with it by
touching its live video. It should be noted that the premise
of doing so is to first investigate the animal’s feelings about
this configuration, so as to ensure the protection of animals.

9 CONCLUSIONS

This paper has presented a framework for telepresence
operation of everyday objects by touching live video with
touchscreen gestures. We developed a touchscreen user
interface, TIUI, which can empower remote users not only
to teleoperate a telepresence robot but also to teleoperate
any teleinteractive device at a local site by touching the live
video they are watching. The TIUI can support pervasive
telepresence operations, and it is easy to learn and easy to
use. We implemented a low-cost telepresence operation
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system that can perform the telepresence operation of
everyday objects towards potential applications.
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